Rapid Multirobot Deployment with Time Constraints

Stefano Carpin  Marco Pavone  Brian M. Sadler

Abstract—In this paper we consider the problem of multirobot deployment under temporal deadlines. The objective is to compute strategies trading off safety for speed to maximize the probability of reaching a given set of target locations within a pre-assigned temporal deadline. We formulate this problem using the theory of Constrained Markov Decision Processes and we show that thanks to this framework it is possible to determine deploying strategies maximizing the probability of success while satisfying the deadline. Moreover, the formulation allows to exactly compute the failure probability of complex deployment tasks. Simulation results illustrate how the proposed method works in different scenarios and show how informed decisions can be made regarding the size of the robot team.

I. INTRODUCTION

In this paper we consider the problem of multirobot deployment under temporal deadlines. Our focus is on large teams (swarms) of small, inexpensive robots with limited capabilities [5], [23]. In this case robots can be considered expendable assets and one can opt for more risky control strategies accepting the possibility that some robots may break down during the task. In fact, there has been increased interest in developing techniques for aggressive robot maneuvering [14], [20]. From this standpoint, a tradeoff between speed and risk is evident, because when robots move very fast in their environment the possibility of collisions and irredeemable damage increases. In these situations it is therefore necessary to strike a balance between velocity and risk. The deployment problem we consider is defined as follows. A set of \( K \) robots is placed at a predetermined location and a set of \( N \) target sites is provided. The objective of the team is to deploy so that eventually each location is reached by at least one robot. Once a robot reaches a target location it stops. A temporal constraint is given, i.e., each robot shall terminate its operation within the given deadline. Problems like this find application in situations where robots are sent into a region to acquire time-sensitive information before human operators enter the scene. Examples include urban search and rescue, surveillance, and the like. In these cases each robot faces a time/safety tradeoff. Robots have an incentive to move as fast as possible to reach one of the locations before the given deadline. At the same time, chances of success decrease when moving at high speed because a robot moving at high velocity is more likely to incur in an event precluding its success (e.g., the robot bumps into an obstacle and breaks down, or fails to properly localize itself and gets lost, etc.) In the deployment situation, the redundancy in the robot team is essential to mitigate this problem. In other words, by increasing the number \( K \) of robots one can operate at higher velocities and tolerate that some robots will fail to reach their assigned location, as long as the team as a whole succeeds. Relevant problems in this scenario are then 1) deciding how many robots should be in the team to guarantee success with a desired level of confidence given a certain temporal deadline; 2) assigning target locations to robots; 3) for each robot, computing a strategy to reach the assigned location before the deadline and maximizing the chances of success. Our eventual long term objective is to characterize the space relating deployment policies, temporal deadlines, success probability, the complexity of the environment, and the size of the team. In our recent work [7] we have defined this problem and we have proposed two very simple algorithms whose performance can be characterized only in approximate terms. A first step towards linking our theoretical model with real world hardware is presented in [24]. In this paper we extend our preliminary findings by using the theory of constrained Markov decision processes (CMDPs). By formulating our problem using CMDPs, we obtain the two new results:

- we compute provably optimal strategies that satisfy in expectation a temporal deadline;
- we compute the exact failure probability for the optimal strategy.

Our theoretical findings are corroborated by various simulations. Results derived from this formulation are operationally relevant because they can inform decision makers about the relationship between team size, probability of success and the temporal deadline.

Although we embrace a different solving approach, we retain two of the hypotheses we formerly made in [7]. The first is that we aim at minimalist algorithms that can be run on large teams of simple robots. Minimalist means that these robots operate operate on their own, without exchanging large amount of information with other team members or knowing how large the team is. The rationale behind this choice is that large teams of simple robots are easier to deploy (no complex setup), more resilient and more cost effective. In this paper we assume that robots do not exchange any information before or during the mission. The
second assumption is that the robots know the map of the environment and can self localize themselves. Both elements can be achievable in certain conditions. For example, indoor maps are becoming ubiquitous (e.g., Google indoor maps) and outdoor terrain maps can be obtained through aerial recognition. Localization in outdoor domains is also achievable (e.g., GPS), and our recent paper [24] discusses the impact of localization errors in indoor environments. Therefore in this manuscript we keep the simplifying assumption that robot location is known and we focus on the problem of balancing risk and performance. Finally, we stress that we are targeting small platforms, whose individual performances can be assumed to be mutually independent. This way, even if one or more robots fail on their way to a target, they do not obstruct the way to other robots. This is trivially true in the case of small scale aerial vehicles [23].

The rest of the paper is organized as follows. Section II offers brief pointers to related literature, mostly outlining differences between our problem and previous work. The theory of constrained Markov decision processes is introduced in section III, and in Section IV we show how to formulate a deployment problem using the theory of constrained Markov decision processes. Simulations are presented and discussed in Section V, while conclusions and future work are offered in Section VI.

II. RELATED WORK

The deployment task we consider is related to various multirobot problems in the area of surveillance and information gathering. However, to the best of our knowledge the specific problem we study is new.

Deployment is related to coverage control [10], [26], an area that has received enormous attention in recent years (see [6] for a comprehensive literature review). These methods are mostly based on local optimization and aim at control strategies steering the system towards an asymptotic equilibrium point optimizing a given performance function. On the contrary, in this paper we focus on the constraints on the transient stage of the solution. Approaches based on random dispersion were proposed too [21], [22], but these methods do not offer performance bounds, neither for probability of success nor deployment time. Temporal constraints were considered in [7], [11], [16], though in a different setting. Approaches relying on communication, often modeled using POMDPs have also been proposed [3], [13], [19], but in this paper we assume agents do not exchange any information.

Markov decision processes have been extensively used in robotics and any list is necessarily incomplete. However, the use of Constrained Markov Decision Processes [2] in robotics is much more limited, in particular when it comes to deployment-like problems [12].

To the best of our knowledge, the deployment problem under temporal constraints we study in this paper was first introduced in our former papers [7], [24] and the use of Constrained Markov Decision Processes to compute deployment strategies under temporal constraints is new.

III. TOTAL COST CONSTRAINED MARKOV DECISION PROCESSES

In this section we introduce the notation used in the remaining of the paper, we provide a brief summary about total cost Markov Decision Processes (MDP), and we then outline key differences with CMDPs. The monographs by Bertsekas [4] and Altman [1] provide thorough introductions to MDPs and CMDPs, and the reader is referred to these books for further details.

A. Total Cost Markov Decision Processes

An MDP is a model used to study decision making problems where actions outcomes are stochastic and the state is observable. A stationary, discrete time MDP is defined by a quadruple $X, A, c, P$ where:

- $X$ is a finite set of $n = |X|$ states. The evolution over time of the state of an MDP is stochastic and the state at time $t$ is given by the random variable $X_t$.
- $A$ is a collection of $n$ finite sets, $A(x)$ is the set of actions that can be applied when the MDP is in state $x$. It is convenient to define the set $K = \{(x, a) : x \in X, a \in A(x)\}$. In general, the action taken at time $t$ is a random variable indicated by the letter $A_t$.
- $c : K \rightarrow \mathbb{R}$ is the function defining the immediate cost incurred when applying action $a \in A(x)$ while in state $x \in X$.
- $P_{xy}^a$ is the one step transition probability from state $x$ to state $y$ when action $a$ is applied, i.e., $P_{xy}^a = \Pr[X_{t+1} = y | X_t = x, A_t = a]$.

Based on the above definitions, the sequence of states and actions over time define a stochastic process that we will indicate as $(X_t, A_t)$. The above model is stationary because costs and transition probabilities do not depend on time. Solving an MDP means determining a policy $\pi$ defining which action should be applied at time $t$ given that $X_t = x$ in order to minimize a cost function. In general $\pi(x)$ needs not to be a function into $A(x)$ but could be a mass distribution over $A(x)$. Different cost functions have been defined in MDP related literature: finite horizon; infinite horizon with discounted cost; average-cost with infinite horizon; and total cost. For our application the most appropriate model is the total cost because it models situations where cost is accrued during a variable number of transitions not known beforehand. For this model to be valid, one needs to make the following further assumptions:

1) $X$ is partitioned into sets $X'$ and $M$, i.e., $X = X' \cup M$ and $X' \cap M = \emptyset$.
2) For each $x \in M$, $c(x, a) = 0$.
3) The MDP is transient, i.e., $y \in M, x \in X' \Rightarrow P_{xy}^a = 0$, and for every policy $\pi$ and every state $x \in X'$, $\sum_{t=1}^{\infty} \Pr^\pi[X_t = x] < \infty$ where $\Pr^\pi[X_t = x]$ is the probability that the MDP is in state $x$ at time $t$ while following policy $\pi$.

One could in general impose that the cost depends also on the state reached after the transition. However, this extension is equivalent to the one we consider here if one consider expected costs induced by the transition probability discussed next.
The third requirement imposes a special structure on the underlying MDP that ensures that the following total cost exists and is finite:

\[ c(\pi) = E_\pi \left[ \sum_{t=1}^{\infty} c(X_t, A_t) \right] \]

where \( E_\pi \) indicates the expectation with respect to the probability mass over the sequence \((X_t, A_t)\) induced by \( \pi \). Indeed, the transient property ensures that eventually the state will enter and remain in \( M \) where no more cost is accrued. Therefore \( c(\pi) \) is finite even though it is an infinite sum of undiscounted costs. Let \( \Pi \) be the set of all policies for a given MDP. We define

\[ \pi^* = \arg \min_{\pi \in \Pi} c(\pi). \]

It is well known that given a stationary MDP there exists an optimal, stationary, deterministic Markovian policy \( \pi^* \). Therefore the optimal policy is a function \( \pi^* : X \rightarrow A \). Optimal policies can be computed in different ways, and dynamic programming methods (value iteration or policy iteration) are the techniques most commonly used.

### B. Total Cost Constrained Markov Decision Processes

A total cost Constrained Markov Decision Process (CMDP) extends the MDP model by introducing additional costs and associated constraints. A CMDP is defined by \( X, A, c, P, d_i, D \) where \( X, A, c, P \) are defined as above and define a transient MDP. Furthermore:

- \( d_i : \mathcal{K} \rightarrow \mathbb{R} \), with \( 1 \leq i \leq L \) is a family of \( L \) additional costs incurred when applying action \( a \) from state \( x \). In order to set the stage for a sound definition of total costs, we furthermore assume that for each \( x \in M \), \( d(x, a) = 0 \).
- \( D \in \mathbb{R}^L \) is a vector of \( L \) upper bound values for the expected cumulative \( d_i \) costs.

Before defining the total cost for CMDP it is necessary to recall that for CMDPs the optimal policy in general depends on the probabilistic distribution of the initial state. In the following this distribution is indicated with the letter \( \beta \), with the understanding that \( \beta(x) = \Pr[X_1 = x] \) for \( x \in X \). For a CMDP we define the total costs:

\[ c(\pi, \beta) = E_{\pi, \beta} \left[ \sum_{t=1}^{\infty} c(X_t, A_t) \right] \]

\[ d_i(\pi, \beta) = E_{\pi, \beta} \left[ \sum_{t=1}^{\infty} d_i(X_t, A_t) \right] \quad 1 \leq i \leq L \]

where \( E_{\pi, \beta} \) indicates the expectation with respect to the probability mass over the sequence \((X_t, A_t)\) induced by \( \pi \) and \( \beta \). Solving a CMDP means determining an optimal policy \( \pi^* \) minimizing the expected total cost \( c(\pi, \beta) \) while ensuring that each of the additional \( L \) total costs defined by the functions \( d_i \) is bounded by \( D_i \), i.e.,

\[ \pi^* = \min_{\pi} c(\pi, \beta) \]

\[ \text{s.t. } d_i(\pi, \beta) \leq D_i, \quad 1 \leq i \leq L. \]

CMDPs do not share many of the properties enjoyed by MDPs (see [2] for a comprehensive discussion of the subject.) For example, even for the simplest stationary case the optimal policy for a CMDP may require randomization and be non deterministic. In addition, CMDPs cannot be solved using dynamic programming but are rather solved using linear programming.\(^2\)

A fundamental theorem concerning CMDPs [1] relates the solution of the optimization problem defined in Eq. 1 to the constrained linear optimization problem defined as follows. First, let \( \mathcal{K}' = \{(x, a), x \in X', a \in A(x)\} \). Next, let us introduce \(|\mathcal{K}'|\) optimization variables \( \rho(x, a) \), each one associated with an element in \( \mathcal{K}' \). Let \( \delta_x(y) = 1 \) when \( x = y \) and 0 otherwise. Then, consider the following constrained linear optimization problem:

\[ \min \sum_{(x, a) \in \mathcal{K}'} \rho(x, a) c(x, a) \]

\[ \text{s.t. } \sum_{(x, a) \in \mathcal{K}'} \rho(x, a) d_i(x, a) \leq D_i, \quad 1 \leq i \leq L \]

\[ \sum_{y \in X'} \sum_{a \in A(y)} \rho(y, a) (\delta_x(y) - P^y_{xy}) = \beta(x) \forall x \in X' \]

\[ \rho(x, a) \geq 0. \]

The constrained optimization problem defined in Eq. 1 has a solution if and only if the problem defined in Eq. 2 is feasible [1], and the optimal solution to the linear program induces an optimal stationary, randomized policy for the CMDP defined as follows:

\[ \pi^*(x, a) = \frac{\rho(x, a)}{\sum_{a \in A(x)} \rho(x, a)} \quad x \in X', a \in A(x) \]

where \( \pi^*(x, a) \) is the probability of taking action \( a \) when in state \( x \). If the denominator of Eq. 3 is 0, then the policy can be arbitrarily defined for \((x, a)\). Note that the policy is not defined for states in \( M \) because it is assumed that the evolution terminates when the state enters \( M \).

The optimization variables \( \rho(x, a) \) can be interpreted as occupancy measures, where the occupancy measure of a couple \((x, a)\) is defined as

\[ \rho(x, a) = \sum_{t} P[X_t = x, A_t = a] \]

and the probability is implicitly conditioned on a policy \( \pi \) and an initial distribution \( \beta \). The occupancy measure is a sum of probabilities, and therefore in general is not a probability. However, in the next section we prove that, because of the way we define our model, one of the \( \rho(x, a) \) variables

\(^2\)To be precise there exist more than one LP formulation that can be used, and methods based on Lagrange multipliers have been introduced too. However, they will not be considered in this paper.
provides the exact probability that a robot fails to accomplish its task.

IV. DEPLOYMENT USING CMDPs

In this section we formalize the deployment problem using a graph model and we show how given a deployment instance it is possible to build an associated CMDP. As we did in [7], we model the environment using an undirected graph \( G = (X, E) \) where \( X \) is the set of vertices and \( E \) is the set of edges. Graph abstractions are common for this kind of problems, and we have in the past shown how it is possible to automatically extract graphs from occupancy grid maps and associate to the graph elements quantities related to the underlying metric map, like traversal costs and so on [17].

One vertex \( d \in X \) represents the deployment site where robots start from, whereas the set of target locations is \( T \subset X \). An edge \( e \in E \) between two vertices \( v_1 \) and \( v_2 \) means it is possible to go form \( v_1 \) to \( v_2 \) and viceversa. To each edge \( e_i \in E \) we associate a function \( S_i : \mathbb{R}^+ \to [0,1] \). \( S_i(t) \) is the probability of successfully completing a move along edge \( e_i \) as a function of the time spent during the move. \( S_i \) then captures the tradeoff between speed and risk and is subject to the boundary constraints \( S_i(0) = 0 \) and \( \lim_{t \to +\infty} S_i(t) = 1 \). Moreover, \( S_i \) is a non decreasing function.

We associate an instance of the deployment problem to a CMDP as follows. The set of states is \( X = X \cup \{ S \} \) where \( S \) is a sink state introduced to model failures. Robots enter the sink state when they fail to perform a transition between two vertices and cease to operate. We partition the state set \( X \) into \( M = T \) and \( X' = X \setminus M \). With this partition, and using the transition probabilities defined in the following, the CMDP will be transient in \( X' \). The initial distribution \( \beta \) is defined as \( \beta(d) = 1 \) and \( \beta(x) = 0 \) for \( x \neq d \). For each state \( x \neq S \) and \( x \notin T \) we create \( A(x) \) as follows. For each edge \( (x,y) \) we consider a discrete set of times based on the distance \( l(x,y) \) between \( x \) and \( y \). The discretization step \( \Delta \) is fixed and equal for all edges. \( A(x) \) is then defined as follows:

\[
A(x) = \{ (y,t) : (x,y) \in E, 1 \leq t \leq \lfloor l(x,y)/\Delta \rfloor, t \in \mathbb{N} \}.
\]

An action \( (y,t) \in A(x) \) means that the robot tries to navigate from \( x \) to \( y \) spending at most \( t \) time. For the state \( S \) we define just one action \( \alpha_S = (x_T,0) \) where \( x_T \) is an arbitrary state in the target set \( T \). We do not need to define actions for states in \( T \) because, as evidenced in the formulation of the optimization problem given in Eq. 2, these states and actions do not influence the solution. Finally, for each couple of states \( x,y \) and action \( a \in A(x) \), we need to define the transition probabilities \( P_{x,y}^a \). These probabilities are defined as follows:

\[
\begin{align*}
    P_{x,y}^a &= \begin{cases} 
        S_{(x,y)}(t) & \text{if } x,y \notin S, a = (y,t) \in A(x) \\
        1 - S_{(x,z)}(t) & \text{if } x \notin S, y = S, a = (z,t) \in A(x) \\
        1 & \text{if } x = S, y = x_T \in T, a = \alpha_S \\
        0 & \text{otherwise}
    \end{cases}
\end{align*}
\]

The first case of this equation models the probability of successfully completing in time \( t \) a move from \( x \) to \( y \) based on the \( S \) function associated with the edge. The second case instead models the failure probability, i.e., when a robot does not successfully make the transition from \( x \) to \( z \) it enters the sink state \( S \). The third case implies that once the system enters the sink state it deterministically\(^4\) moves to one of the target states with probability \( 1 \). This deterministic transition into \( T \) makes the CMDP transient in \( X' \). Figure 1 shows the role of the sink state \( S \).
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Fig. 1: Given a graph \( G = (X, E) \) and a policy \( \pi \), multiple stochastic paths from the deployment vertex \( d \) to the target vertices (\( T_1 \) and \( T_2 \) in the figure) may emerge. Each of them is associated with a failure probability defined as the probability that one of the transitions does not succeed. Whenever this happens the MDP enters \( S \) (dashed arrows) and then it deterministically moves into one state in \( T \). As it will be illustrated in the following, the CMDP formulation we propose allows to exactly compute the probability that any path induced by the optimal policy \( \pi^* \) passes through \( S \).

To complete the definition of the CMDP we need to define the immediate costs \( c(x,a) \), the additional costs \( d_i(x,a) \) and the vector \( D \). For all states \( x \) different from \( S \) we set \( c(x,a) = 0 \) for every action. For the sink state we set \( c(S,\alpha_S) = 1 \). In this paper we consider just one additional cost, namely the time needed to complete an action. The cost is then \( d(x,a) = t \) for \( x \in X', a = (y,t) \in A(x) \), and 0 otherwise. With just one additional cost, we then need to provide just one bound so the vector \( D \) reduces to a single constant, i.e., the temporal deadline.

\(^3\)One could in fact put also a lower bound on \( t \) in the definition of \( A(x) \). This makes sense from a practical point of view, but does not change the properties of the model, because actions with a too small \( t \) value will be associated with a 0 transition probability.

\(^4\)Since \( \alpha_S = (x_T,0) \) is the only action defined for \( S \), it follows that once the state enters \( S \) it will immediately move to \( x_T \) spending 0 additional time.
The following theorem establishes that for the special CMDP we just formulated the failure probability can be exactly computed.

Theorem 1: Consider a CMDP with the structure described in this section, let \( \rho(x,a) \) the solution of the associated optimization problem given in Eq. 2, and let \( \pi^* \) the optimal policy derived from \( \rho(x,a) \) using Eq. 3. Then, the probability of failure is equal to \( \rho(S,a_S) \) and

\[
\rho(S,a_S) = c(\pi^*,\beta).
\]

Proof. By definition (see Eq. 4),

\[
\rho(S,a_S) = \sum_{t=1}^{+\infty} P[X_t = S, A_t = a_S]
\]

where \( P \) is the probability induced by the policy and the initial distribution. Let \( \Omega \) be sample space for the stochastic process of the state evolution, and consider the family of events \( B_t = \{ X_t = S \} \) with \( t = 1, 2, \ldots \). Clearly, for how we defined the transition probability, if one of the \( B_t \) is true then the deployment fails, and if the deployment fails one and only one of the \( B_t \) is true, because once the state enters \( S \) it deterministically moves to \( T \) and stays there. Let us furthermore define the event \( B = \Omega \setminus \bigcup_t B_t \).

By definition, \( B \) and \( \bigcup_i B_i \) are mutually exclusive, and also \( B_i \) and \( B_j \) are mutually exclusive for every \( i \neq j \). Using the total probability theorem, the probability of the event failure (\( F \) in the following) is then:

\[
\Pr[F] = \sum_{t=1}^{+\infty} \Pr[F|B_t] \Pr[B_t] + \Pr[F|B] \Pr[B]
\]

Because of our definitions, \( \Pr[F|B_t] = 1 \) and \( \Pr[F|B] = 0 \), so the expression simplifies to

\[
\Pr[F] = \sum_{t=1}^{+\infty} \Pr[B_t] = \sum_{t=1}^{+\infty} \Pr[X_t = S, A_t = a_S]
\]

where we used the definition of \( B_t \) and the fact that only action \( a_S \) can be taken in \( S \). This proves the first part of the theorem. To prove the second statement, recall the definition of \( c(\pi^*,\beta) \)

\[
c(\pi^*,\beta) = E_{\pi^*,\beta} \left[ \sum_{t=1}^{+\infty} c(x_t,a_t) \right]
\]

\[
= \sum_{(x,a) \in K^0} \Pr[X_t = x, A_t = a].
\]

We defined \( c(x,a) = 0 \) for each \( x \neq S \) and \( c(S,a_S) = 1 \). Therefore the expression simplifies to

\[
c(\pi^*,\beta) = \sum_{t=1}^{+\infty} \Pr[X_t = S, A_t = a_S] = \rho(S,a_S)
\]

and this proves the second statement. □

The theorem then shows that thanks to the way we defined the costs \( c(x,a) \), by minimizing \( c(\pi,\beta) \) we minimize the failure probability.

**Remark:** once the optimal policy is computed, it is important to consider that the temporal deadline \( D \) is met in expectation considering all executions, including those leading to a failure. The time of completion of a failing deployment is smaller because when a failure occurs the state enters \( S \) and then deterministically moves into \( T \) without accruing additional time (in other words, the state evolution takes a shortcut towards \( T \) via \( S \)). Hence, if one just looks at the expected time to completion conditioned to a successful deployment this value may be higher than \( D \) and this mismatch grows as the failure probability grows. This is evident considering the following expression (\( S \) is the event success and \( T_{dep} \) is the random variable for the deployment time)

\[
E[T_{dep}] = E[T_{dep}|S] \Pr[S] + E[T_{dep}|F] \Pr[F]
\]

For what we just said \( E[T_{dep}|F] \) is smaller than \( E[T_{dep}|S] \). On the other hand, from a practical point of view one will select the size of the team so that the \( \Pr[F] \) is small, and in such case \( E[T_{dep}|S] \Pr[S] \) will converge towards \( E[T_{dep}] \) and then satisfy the given deadline \( D \). This observation is corroborated by the simulations discussed in Section V.

A. The deployment algorithm

Based on the CMDP formulation, we can implement the following deployment algorithm that generalizes and improves the one we proposed in [7]. The main tenet of this strategy is that no coordination is needed between agents, i.e., they do not communicate among each other, nor they know how many robots are in the team (i.e., they do not know the value of \( K \)). This strategy not only serves as yardstick for comparison with more sophisticated coordination mechanisms to be developed in the future, but is also robust and easy to setup because team members can just be added without the need for any re-configuration or replanning. The pseudocode is sketched in Algorithm 1. Each robot picks a random target vertex in \( T \) (line 1), builds the associated CMDP (line 2) computes the optimal strategy \( \pi^* \) (line 3) and then navigates to \( v \) according to the strategy (line 4).

```
1 choose random vertex \( v \in T \);
2 build CMDP instance \( C\text{MDP} \) with \( M = \{v\} \);
3 \( \pi^* \leftarrow \text{SolveCMDP}(C\text{MDP}) \);
4 navigate to \( v \) according to policy \( \pi^* \);
```

Algorithm 1: Deployment algorithm implemented by each agent.

For sake of simplicity, in line 1 the target vertex \( v \in T \) is chosen using a uniformly random distribution. Better approaches are possible, and in [9] we discuss the optimal solution to the selection problem. Our approach is however independent from the process used to select \( v \).

For a given instance of the deployment problem, we can then compute the failure probability for each of the \( N \) nodes in \( T \), where the failure of a node is defined as
the probability that a robot following the optimal policy will fail to reach the node. In [7] we derived a detailed analysis relating the probability of success given $K$, and a temporal deadline (see the referenced paper for details.) The analysis assumed knowledge of the failure probability we just described, but our former algorithm did not provide it, so we had to revert to an approximation. Thanks to the CMDP formulation, instead, we can now provide a sharper, exact bound. The reader is referred to [7] for the detailed analysis.

**Computational complexity:** The most time consuming step of the proposed algorithm is given by the resolution of the linear program defined in Eq. 2. The linear program can be solved using the interior point method [18], and the overall complexity is therefore polynomial in the number of state-action pairs $p(x, a)$. Based on our model, the number of state-action pairs depends on the discretization step $\Delta$ and on the geometric distance between vertices in the graph $l(x, y)$.

V. SIMULATION RESULTS

In this section we test the proposed algorithm in two environments\(^5\). We on purpose use the same maps we used in [7] (see Figure 2). Note however that a direct comparison between the CMDP formulation and the one we proposed in [7] is not possible because the two solutions are subject to different temporal constraints. CMDPs produce policies that obey a constraint on the expected time to complete the deployment, whereas the algorithm we proposed in [7] obeys to a strict temporal deadline (without expectation).

In each of the maps the graph is overlaid onto the blue print of the environment. Target vertices are marked with a number and the deployment vertex is indicated with a pink triangle (vertex number 1). Each edge is characterized with a different $S$ function. Figure 3 shows the prototypical sigmoid function associated with each edge and providing the probability of success as a function of the time spent traversing the edge. Sigmoidal functions are commonly used when modeling risk [25]. Note however, that our findings are parametric with respect to $S$, as long as it satisfies the condition we gave in Section IV.

Parameters $T_1$ and $T_2$ are a function of the edge and in general different for each edge. In particular $T_1$ is function of the euclidean distance between the two vertices and $T_2$ is a function of the clearance on the path between the vertices (low clearance implies a higher value for $T_2$ because navigation is more challenging, so the robot needs to slow down to safely navigate).

Figure 4 and Figure 5 show the results of simulation deployment for policies obtained with the CMDP algorithm for different temporal deadlines. Displayed results are averages of 100 trials for every combination of $D$ and $K$. Based on these charts, one can then decide how many robots should be allocated to the team in order to match a given probability of success while satisfying a constraint on the expected deployment time.

Finally in figure 6 we show the trends of the average time to completion for one specific case (sdrmap, temporal deadline $D = 113$), and we plot both the average for all runs (blue line) and the average restricted to the successful runs only (red line).

Experimental data confirm the explanation regarding the expected execution time we gave in the remark at the end of section IV. In expectation, the deployment always terminates within the given deadline (jitter in the figure is due to averaging a limited number of trials). For low values of $K$ the failure probability is higher and if one looks at the expected time to completion restricted to the successful runs (red line), the expectation is higher than the deadline, and the constraint is met only when considering all runs (i.e., including successful and unsuccessful ones – blue line). As the number of agents deployed grows, the probability of

---

\(^5\)Matlab code implementing the simulations described in this section is available for download at robotics.ucmerced.edu.
Fig. 2: The two maps used to experimentally evaluate the deployment policies computed with a CMDP are the same we used in [7]. The deployment vertex is marked with a pink triangle, whereas goal vertices are indicated by green crosses. Edges between vertices indicate that a path exists. The left map is drawn by hand, whereas the right one is derived from the publicly available Radish dataset.

Fig. 5: Success rate as a function of the number of robots for different temporal deadlines for the sdr40 map displayed in figure 2b.

Fig. 6: Average time to completion of the task as a function of the swarm size for the sdr40 map and a temporal deadline of 113.

Successfully completing the deployment grows too, and then the two expectations eventually converge. To put this chart into perspective, one should relate this chart to the trend of the line for $D = 113$ given in Figure 5. Given that from an operational point of view one wants to operate in a regime where the success probability is high, it follows that under these conditions our model produces deployment strategies minimizing risk and meeting the temporal deadline.

Because that the problem we study is novel, a comparison with alternative methods is not immediate. One could compare with the method we presented in [7]. While for simple problems the solution could be comparable in terms of performance, the method in [7] does not provide an exact error bound, so it is less informative when it comes to decide how many agents to should be included in the team. Alternatively, one could consider deployment algorithms based on random walks. However, as we have shown in [24], these deployment strategies exhibit very poor performance and are largely outperformed by informed methods like the one we presented in this paper. Finally, one could use algorithms searching for shortest paths on graphs, but they consider just one metric, whereas our method allows, in a principled way, to minimize one cost (failure probability) while keeping a bound on another cost (completion time).
VI. CONCLUSIONS AND FUTURE WORK

In this paper we have studied the problem of rapid deployment of multiple robots under temporal constraints using the theory of CMDPs. CMDPs offer a rich framework for further work and generalizations. First, there exist numerous results for CMDPs where the action state $A(x)$ is a compact set rather than a finite set. This extension allows to remove the discretization on the actions set. Constraints can also be introduced to model other limited resources, like for example to allow for communications between robots but imposing costs to keep them to a minimum or to rely on communication only when it is highly likely to succeed (for example when robots are close to each other). Communication would enable replanning, for example to reroute robots to a different target location when they learn it has already been reached by other robots.

The optimal policy $\pi^*$ depends on $\beta$, and $\beta$ in turn does not need to be concentrated on a single state $d$ but may be a general mass distribution over $X'$. In certain situations there may be the possibility to choose where to deploy the robots before the deployment starts. By studying the relations between the failure probability of $\pi^*$ and $\beta$ it may be possible to pick the deployment vertex, or a probability distribution over a set of deployment vertices, giving the lowest failure probability. Moreover, paralleling CMDPs, there exist a theory of Constrained Partially Observable Markov Decision Processes [8], [15] that we intend to study to account for uncertainties in the localization process or in sensing in general.

References