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Abstract—The subject of this paper is an asymptotically fast collision-free paths, both on-line and off-line, in the presence
and incremental algorithm for computing collision trqnslatlons of fine-grain polyhedral descriptions of the objects. A complex
of convex polyhedra, where the problem at hand is reduced (on asentation of the workspace is indeed quite common for

to determining collision translations of pairs of planar sections th tri del b d CAD t inted
and minimizing a bivariate convex function. There are two main € geometric modelers based on Systems, as pointe

reasons, in our view, why the algorithm is worth consideration. OUt in [1], making it a critical goal to design fast techniques
On the one hand, the addressed proximity measure, namely for computing proximity measures of primitive bodies. The
collision translation, is not as widely studied as distance. On algorithm may be especially useful to achieve more balanced
the other, its peculiar computation strategy may be interesting o formances across variable degrees of coherence [2], as
in itself, being well suited to work without initialization and also . . . .

endowed with an inherently embedded mechanism to exploit it may be the case |r_1 _real-tlme mo_uon plannlng, but a_lso
spatial coherence. After outlining the main ideas of this novel the task of characterizing the configuration space off-line
approach and providing an estimation of the computational costs, can be approached by systematically solving simple collision
we summarize a broad set of numerical experiments meant to detection problems in order to probe the structure of the free

explore extensively the behavior of the algorithm, both without space, for example via randomized sampling strategies
and with initialization. Finally, in order to assess the efficacy and ' . . . N
the potential of the approach under analysis, the attained per- One of the reasons of interest in this work, we believe,

formances are contrasted with those of other popular algorithms is that collision translation, unlike distance, has not received
designed to compute distances between polyhedra. A thoroughmuch attention in the literature, although it is straightforward
comparison oft.he reported query times and,more S|gn|f|cantl.y,.of to reduce to it other relevant proximity problems, such as
the corresponding trends shows that the behavior of the collision intersection detection and collision depth in a given direction.

translation algorithm is quite interesting, especially when used . ) .
without initialization or under variable coherence, which should A conceivable disadvantage is that the closest features are

encourage further work on this approach. available only for the computed contact configurations. How-
Index Terms— proximity problems, convex polyhedra, incre- ever, in some circumstances knowing the extent of a collision-
mental algorithms, convex minimiza‘fion, collision detection. free translation in the motion direction can be helpful to reduce

the frequency at which the proximity measure must be sampled
more than it would be possible with the distance. There are
. INTRODUCTION also specific tasks where a collision translation algorithm is
In this paper we discuss the structure and the performande@re suitable. One such example can be found in the CAD
of an asymptotically fast algorithm, with additional potentiaPrograms that nowadays are applied to perfect parts design so
for incremental computations, designed to solve the followiri§jat certain products can be easily assembled or disassembled.
problem: Given two convex polyhedra P, Q and a directiod typical case pertains to aircraft engines, because they need
d, find the collision translation for P moving in directicsh  Periodic inspections: in order to determine the feasibility of a
If P and Q do not collide, the algorithm returns suitablequick maintenance plan, it is critical to know the clearance in
items proving the separation for all positions &f along certain directions rather than in absolute terms.
its trajectory. Roughly speaking, the key idea characterizingA first step along the line of research investigating the power
our approach is that computing the collision translation @f our novel approach was the algorithm analyzed in [3],
two convex bodies can be reduced to computing collision regard to which the present work introduces a few major
translations of pairs of planar sections and minimizing t&chnical improvements as well as provides a richer collection
bivariate convex function. This idea can be developed to desighdata as a basis for the assessment. More specifically, the
collision translation algorithms running i@ (log” n) average main original contributions of this paper are:

time for a total number. of vertices, which corresponds 10 iy he characterization of the faceted structure of the con-
the best average-case complexity of the known techniques for vex function's graph and its application to sharpen the
answering similar proximity queries. minimization process:

Analogously to the distance algorithms, the proposed alij) the introduction of a mechanism for exploiting coherence
gorithm could be appropriate as a basic operation to plan” i, order to speed up the computation:
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related subproblems and the significant refinement (ii) makelated work
the new algorithm different in several important respects from Starting from the early work on the geometric models of

that outlined in [3]. . . L
robot workspaces, there has been a steady interest in proximity
The O(log?n) complexity bound refers to computationsneasures and properties [6], since the design of efficient
from scratch i.e., without initialization, meaning that NOgalgorithms to answer these kinds of queries is generally
previous proximity information is either available or exploitedghought to be critical to the development of effective tools for
On the other hand, it is typical of the applications in thgotion planning, as pointed out in [7], and for a variety of ap-
fields of on-line motion planning, simulation, animation angjications in other fields, such as simulation, animation, virtual
computer aided design, that a huge number of proximity tesisjity [8], where geometry plays an important role. Several
have to be carried out after subsequent short movements Ofé'lt?orithms proposed in the literature apply to convex models,
objects in the workspace. In such situations the performan(ég%ypicm choice as basic objects components, e.g. [9], [10],
of the procedures answering basic geometrical queries €] [12], [13]. In the usual case of convex polytopes, the best
crucial, and exploiting thespatial and temporal coherence zsymptotic bound for various proximity problems (intersection
may be beneficial in order to speed up the computationfatection, collision detection, distance, depth of collision) is
since the outcomes of the proximity tests on close workspagg O(log2 n) worst-case bound attained by exploiting the
states are likely to be represented by close features. Efficigirarchical representations of polyhedra wilin) vertices,
algorithms designed to process the knowledge of a previoys] [15]. Some efforts, however, have been addressed to
result (initialization) are referred to &scrementalalgorithms. the case of more general bodies: to define different measures
Besides addressing a less customary proximity measfepenetration [16]; to speed up the interference tests for
than distance, the core approach of the proposed algoritelementary polyhedral items (vertices, edge, triangular faces)
is guite peculiar, suitable both to work without initialization17] or for other bounding surfaces [18]; to deal with certain
(computationdrom scratch and to exploit spatial coherencekinds of movement [19], [20].
(incrementalcomputations) with the aid of a mechanism that Since the work by Lin and Canny in the early '90s [21],
is inherently embedded in the computation strategy. The vehe complexity of the settings arising in the application fields
nature of the approach allows us to endow the algorithm withentioned above has also fostered research on incremental
a self-tuning capability, at negligible additional costs evealgorithms being able to exploit the coherence and run in
for unrelated collision tests, by simply refining the choiceearly constant time per query, e.g. [4], [22], [23], [24], [25],
of the splitting points during the minimization process. ThE26], [27], or even to adapt to variable coherence [2]. A related
behavior of the algorithm is substantiated by a set of numeridasue is the design of suitable representations to speed up the
experiments, whose results can be summarized as followsbroad phase aimed at selecting few pairs of primitive volumes
) o ~ (e.g., convex polyhedra) for the proximity tests. Examples of
« The performance trend is good when collision translationgis approach are the application of kinetic data structures [28],
are computed from scratch and the algorithm tends to g \ve|| as of other hierarchies based on bounding volumes of
even faster if the input polyhedra do not collide. simple shape, which are considered in several papers, e.g. [8],
« The average number of minimization steps decreas&@], [30], [31], [32], [24], [33], [34], [35], [36].
regul_arly, as expec_ted, and gets very_close t(_) the_smalleshs already said, [4], [5] and [2] are of specific relevance for
possible value, while the coherence is growing higher.ihe anaiysis presented in this paper. Besides having analogous
« The behavior without initialization is quite interesting, , noses; the reasons of our interest in the [4] are manifold:
also if compared with that of other popular proximityys scope is somehow homogeneous with that of the collision

algorithms, whereas the incremental performances coldg|ation algorithm it runs very fast in practice and can
probably be improved. exploit the space coherence; further comparisons with related

The performances have been compared with those of tiRfhniques are already available, e.g. [4], [26], [37]. Similarly,
well known algorithms designed to compute distances b 'S @lso widely known and is another natural candidate as
tween polyhedra: Cameron’s enhanced GJK [4] and Lars@n,bemhm_ark In the field Of, proximity algprlthmg, as can be
Gottschalk, Lin and Manocha’s PQP [5]. Moreover, the Capg_een e.g.in [38]. Finally, [2] is a key yardstick for its flexibility
bility to adapt to variable coherence has been investigated4fder different degrees of coherence.

light of Guibas, Hsu and Zhang’s results éhWalk [2], an
algorithm of specific interest for this feature, by testing o
algorithm under conditions corresponding to the experime
discussed in [2]. Although these “yardsticks” solve a different The paper is organized as follows. In section Il we present
proximity problem and although [5] applies to more generdhe key ideas characterizing the approach to computing colli-
polyhedra, the comparative results contribute to a first assesi®n translations. Then, in section Il we outline the structure
ment of the effectiveness and potential of the approach unaérthe algorithm and show how the spatial coherence can
analysis. All the algorithms, indeed, share the same kind loé exploited. The “yardstick” algorithms for the performance
application frameworks, and answering distance or collisimomparison are the subject of section IV, where we also
translation queries appears to require a similar computatiomaéntion the reasons of this choice. Finally, in section V the
effort, as also suggested by the known asymptotic bounds.main experimental results are summarized and analyzed.

:(:)Srganization of the paper



[I. GROUNDS OF THE APPROACH

Our approach builds upon the work done in [3], but with
few important extensions. The principal refinements includ
the local characterization of the polyhedral graph of the conv
function; the adoption of a new polygonal cell-subdivisiol
with cell-shift operations, instead of an isothetic grid, as
discrete minimization structure; the incremental techniqu
aimed at controlling the focus of the minimization relative ti
a previous solution. Moreover, the combinatorially comple
algorithms dealing with polygon-drum and drum-drum pair:
while essential with an isothetic grid, can now be replace
by simpler tools. Thus, after briefly summarizing, in the ne)
subsection, the key results from [3], we will then proceed t
analyzing some useful relationships between the configu
tions of pairs of planar sections and the linearity properties
the convex function. Indeed, a deeper understanding of suun

relationships is at the root of the major improvements of thgy 1 justration of the relationship between collision translations and

minimization process. convex minimization for a pair of cubes. The graphofis represented by
the white faceted surface on the riglitom () is gray-shaded.

A. Collision translations and convex minimization

To begin with, we recall the most basic result: collisiofiegion containing the point of minimum. At each step the cut
translations for two convex bodieB and @ can be reduced line is constrained to pass through the centroid of the region,
to minimization of a bivariate convex function that represent® assure a balanced bisection, and it is in fact a support line
collision translations of pairs of planar sections@fand Q. for the corresponding level curve of the convex function.
More formally, we can prove the following proposition [3]:  This is not yet satisfactory, since it does not guarantee that

Let P and Q be two closed and bounded convex We can find an exact solution in a finite number of steps.

regionsd a direction in the spacép(z)|z € R} and Thus the next question. is' how to transform a search pr.oblem
{o(z)|z € R} two independent families of parallel on a continuous domain into a search problem on a discrete
planes. Then domain. Following [3], such a discrete domain can be defined
as the set of rectangles of an isothetic grid. Then, under

¢(x,y) = colla(PNp(x),QNo(y)) reasonable assumptions, the grid rectangle containing the point

of minimum can be found IO (log k) minimization steps in
the average, wherg is the size of the grid. After solving a

In the above statementoll,(X,Y’) denotes the extent of thefey related problems and putting all the pieces together, we
collision translation in directiod for X andY’, i.e., the least gpq up with an algorithm that computes collision translations
7 € R such thatdist({p + 7d | p € X},Y) = 0; p(x) and  for pairs of polyhedra withO(n) vertices inO(log?n) time
o(y) identify the planes by their distancesy € R from two i the average an@(log®n) in the worst case.

independent reference planes. Based on the definitionl &f,

also negative values make sense, avld; is undefined only ) )

if there do not exist (positive or negative) displacement&of B- Discrete structure of the convex function

in directiond such thatX andY intersect. Throughout the A deeper analysis of the properties of the convex function
paper we will often refer to collisions of bodies, sections, ap allow us to take a further step forward. SinBeand @ are
related items: unless otherwise specified, in connection wilolyhedra,p’s graph is also faceted and its topology projects
the termscollision andcollide we always imply by translation into a corresponding polygonal partition d@om(p). Such

is a convex function with bounded domain [R?.

in directiond,” in the sense otoll,;’'s definition. a partition is more appropriate than the isothetic grid [3] as
Clearly, if a collision translation for? and @ is defined, a discrete structure to search for the point of minimum. For
then its extent is the minimum a#: our purposes, however, it is necessary to extend the partition

) outside Dom(y), to cover the whole rectangular region
collq(P, Q) = min{p(z,y) | (z,y) € Dom(p)}

and the planar sections corresponding to the minimum containH(P’ Q) =A@y [(PNpl) 20 A (QNo(y) # 0}

the contact points. The meaning of the proposition is illustratedpresenting all possible pairs of planar section®and Q.

in figure 1. It tells us that if we are able to compute collision It is possible to achieve this goal by introducing suitable
translations for pairs of polygons in the space, then we cawariants characterizing the orientation of the cut lines built
determine the collision configuration of two convex polyhein the minimization process. Such straight lines are either
dra by standard convex minimization techniques such as therpendicular tap's gradient, if drawn through points within
method of centers of gravity [39]. Basically, these techniquéise domain, or do not intersefom(y), if the cut points fall
work by repeatedly splitting and cutting off a slice of a conveautside the domain, and in both cases we want their orientation



Fig. 4. Avertex contacinstance for a configuration of the cubes whérén
is translated with respect to the scene of figure 3. Again the view direction
andt is the intersection of the section planes in the contact configuration.
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\
Fig. 2. Mark of the convex function of figure 1. The invariant orientation of \ V

%

the cut lines is drawn at a sample point in each cell; the arrows represent the 3 ’
gradient vectors withidDom () (gray cells) or the normal directions towards N
Dom(yp) in the outer cells. (@] s

g \ . . N . o

\ \ /o Fig. 5. Aseparationinstance for the situation of figure 1, viewed in direction

P /o d. In this case it is convenient to think of the straight lineand s as the

/\/ /’h intersections betweeti(y) and the separating planes (paralleldjo
™y 7%
0 ~ |
b) Vertex contact- a vertex of the planar sectioR N p(x)

hits the planeos(y) inside @ by translation in direction
Fig. 3. lllustration of anedge contactnstance for the cube® and Q in d, as illustrated in figure 4, or symmetrically. Letoe the
the configuration of figure 1. The cubes and their planar sections are drawn edge ofP containing the contact vertex, by linearity all the
as they appear by looking in directiah the straight linet is the intersection - . - . -
between the section planes in the contact configuration. pairs (u, v) such thatP N p(u) collides with the interior of
QnNo(v) at the vertexeN p(u) fall in the projection of the
same facet ofy’s graph.
be the same for all points ingell, i.e. a region of the partition. €) Separation- the planar section8 M p(z) andQ No(y) do
We will refer to the polygonal cell decomposition Hf P, Q) not collide by translation in directiod, as in the situation
generated by these invariants as thark of ¢. For instance, ~ depicted in figure 5, thence are separated by a pair of
figure 2 shows the mark of the convex function visualized in Planes through their vertices, which are parallel to each
figure 1 and the orientation of the cut lines within each cell. Other and also tal. In the following, we will refer to such

The local properties of the convex functignin a neighbor- an arrangement of planes and polygons aseparation
hood of the poin{z, y) can be determined from the output of ~construction In these cases a cell is defined in such a
the algorithm used to compute collision translations of pairs Way that it contains all pairgu, v) corresponding to planar
of planar sections (see section Ill). Given the information on S€ctions whose separation is witnessed by couples of planes
either the contact or the separationff p(z) andQ Na(y), with the same orientation and through vertices on the same
we can build a cut line throughr, y) and, in addition, we can  two edges of” andQ. In particular, these invariants apply
find a more favorable point in the corresponding cell of the to the white cells in figure 6.
mark, i.e., a point such that a cut line with the same orientatign qualitative characterization of the mark cells is shown in
gets closer to the point of minimum. It is also important téigure 6; the drawings should be self-explanatory based on the
notice that if we are able to find theost favorable point comments to the figures 3 and 5.
in a cell, then the whole cell can be discarded from further
consideration (see also figure 9).

Three types of cells characterize the mark, according to the
possible outcomes of the algorithm for computing collision Figure 7 outlines the general structure of the algorithm
translations of pairs of planar sections: designed to compute collision translations for two polyhedra
a) Edge contact the planar section® Np(xz) and@ No(y) P, @ and a translation directiodh. Its core is the minimization

collide by translation in directiod and their contact items loop based on the properties discussed so far, which is more
are both edges, as illustrated by the drawings in figure Quitable to implement and behaves better than the solution
Since such edges are cords of two faces,gaff P andh  proposed in [3]. In this respect, without initialization, the

of Q, by linearity all the pair§u,v) such that the contact average number of minimization steps reduces by 15-20%,
items of PN p(u) and@QNo(v) aregnp(u) andhNo(v), whereas the number of invocations ©flogn) algorithms,
respectively, lie in the projection of the same facetxf a more precise performance measure, decreases by 9.6-10.2
graph. All the gray cells in figure 6 are related to contactsalls almost independently of the polyhedron complexity. We
of this kind, where the pair of faceg (@and h) changes begin by considering computations without initialization and
from cell to cell. postpone the incremental case until section IlI-D.

IIl. OUTLINE OF THE ALGORITHM



as the logarithm of the total number of cell$, i.e., k =
O(log C), since the number of cells which overlap with the
region M tends to be proportional to the area &f and
about half of the area oM is discarded at each step. For
technical reasons, it is convenient to provide a sligfither
characterization of the mark cells, in order to be able to
locate inO(logn) the best point where to shift the cut line

at each minimization step (line 5 of the pseudocode). More
specifically, we can think of? and @) as sliced into drums,

i.e. polyhedra whose vertices lie on two parallel planes [40], by
the section planes through the vertices. Then we consider the
cell decomposition resulting from all the trapezoidal faces of
the drums, as well as the corresponding edges and vertices,
instead of the original ones. Polyhedra with(n) vertices

can be sliced int@(n) drums bounded by)(n?) trapezoidal
faces. Since a cell is related to one or two items among faces,

Fig. 6. Qualitative characterization of the mark. The sample sections of t@?ﬁges, or vertices, as seen in section I1-B, their overall number
cubesP and @ are drawn as they appear by looking in directibrior the . 4 4

setting of figure 1. The cells iom(y) are related tedge contacinstances; S C = 0O(n?) and we have: = O(logn*) = O(log n).

those outside the domain refer separationinstances. Now consider the generic iteration step in the schema

of figure 7. The cost of line (4) i(logn) and comes
from the computation of collision/separation configurations of
planar sections that will be introduced in a moment. Also the
computation of point in line (5), to be outlined in section IlI-
C, may requireO(logn), namely for thevertex contactase,

input :
two convex polyhedra P,Q and a direction d ;
if available, the previous solution p and change 4 ;

1 M := rectangle of all pairs of planar sections of P, Q ; the other two cases being processed in constant time. After
2 if pisprovided then c:=p j < k minimization steps, the regio® is bounded by at
3 else ¢ := centroid of M ; mostj sides, thus the cost of lines (7) and (8)d$k) in the

loop worst case. Finally, the actions in line (6) and (9) can be done
4 s := cutline through ¢ ; in constant time, the latter being only relevant for incremental
5 cellshift s to point ¢ ; computations. This allows us to conclude that the algorithm
6 if g solves the problem then exit ; runs inO(logzn) time in the average.
7 update M w.r.t. s ;
8 ¢ := centroid of M ; . . .
9 it appropriate, update ¢ w.rt. N (p) B. Collision translations of planar sections

end : Following the approach outlined above, a basic subproblem
to be solved concerns pairs of planar sections:

Given two convex polygon® = P N p(z) and
S = QnNo(y) and a directior in the space, compute
Fig. 7. Structure of the algorithm for computing collision translations. When either th? collision conflggratl_ono_r a separation
working without initialization, the assignment in line (2) and the statement ~ Constructionfor R moving in directiond.
in line (9) are never executed. For simplicity, the output refers only to thi/hat js most important here, is that this task can be accom-
situations where a collision translation is defined. . . . .
plished inO(logn) in the worst case for two polygons with

O(n) vertices. For a detailed description of the algorithm we
refer to the technical report [41]. However, the reader may
gain some insights by figuring how the spatial problem can be

Refer to figure 7. At line (1) the region/ is created to transformed into an equivalent planar problem.
represent the rectangular set of all pairs of planar sectionsTo this aim, let us assume for convenience that the reference
and, when working without initialization, (3) the centraif planes p(0) and ¢(0), and the directiond are in general
M is computed. Then, at each iteration of the minimizatioponfiguration which means that no pair of these items are
loop: (4) the cut lines throughc is computed and (5) shifted parallel to each other. Under this assumption the plaries
to a better poiny in the same cell of the mark; if is the and o(y) intersect along a straight line and R sweeps a
solution (6) the algorithm ends; otherwise (7) the regidnis polygon R’ on o(y) while moving in directiond, as shown
updated by cutting off a slice throughand (8) the centroid is by the construction in figure 8. Said otherwis®, is the
recomputed. Eventually; is recognized to be either the pointprojection of R alongd onto the planer(y). Clearly, R and
of minimum or a witness proving that's domain is empty. S collide if and only if R’ 0 S # (. Moreover, while R
In both cases the solution is found. moves in directiond, the straight linet shifts towardsS in

To estimate the computational costs, we can reasonalilg planes(y) and the contact configuration corresponds to
envisage that the average number of minimization steps grathis situation where reaches a first vertex a®’ N S. If, on

output :
collision translation ¢(q) = colly(P, Q)

A. Computations from scratch



Fig. 8. Collision translations of pairs of planar sections can be reduced to
equivalent two-dimensional problems by considering the regibrswept by

R on S's planec(y). The arrangement in this plane is drafted on the rightFig. 9.  Two minimization steps for the configuration of figure 1. At each
step: first the cut lines is computed at the centroid of the search region;

then a more favorable cut poimtis determined and the cut line is shifted

. there; finally, the search region is split. In this example the solution is found
the other hand?’ N S is empty and the polygons do NOtyyring the é’econd step. 9 P P

collide, we know that(z,y) ¢ Dom(p). In this case the

two-dimensional algorithm returns two parallel support lines

separatingR’ and S, like » and s in the figures 5-6, i.e. two  the leasty(u,v) is the collision translation ofy and i

parallel straight lines through vertices Bf andS such thatthe  themselves whep moves in directiord. From the contact

polygons lie in disjoint halfplanes. Thus, the planes parallel to points of g and » we can easily determine the section

d containing the support lines define a separation constructionplanesp(z’) ando(y’) and the point(z’,y’), which must

for the polygonsR and .S, which is the suitable information lie on the cell boundary. Since the finer cells are defined

to be exploited to locat®om(y) with respect to(z, ). for trapezoidaldrum faces, the collision configuration of
The planar problem can be solved by binary search: the two such faces can be computed in constant time.

sides of the polygonsd?’ and S are searched for the pointb) Vertex contactFor all (u,v) in a cell, the contact points

where t hits R’ N S, which may be either the intersection are a vertex ofP N p(u) on P’s edgee and a point inside

of two sides €dge contagtor a vertex of one polygon lying @ N o(v), or a symmetric configuration. In this case the

inside the othenertex contadt possibly ending with a couple  finer cell is defined relative to a maximal drum of @,

of separating support lines insteaseparation. It should be and the least value af(u,v) corresponds to the collision

noticed that the logarithmic cost of solving the planar problem translation ofe and D, for e moving in directiond, which

(for R’ and S) also applies to the original spatial problem (for can be computed in logarithmic time on the number of

R and S) provided the representation &f is not completely drum faces via binary search. From the contact between the

built in advance, but only those projected items that need to be edge and the drum we can determine two section planes

processed are actually computed, and in constant time, fromp(2’) ando(y’) and the point(z’,y’) on the boundary of

the corresponding items ag. the finer cell.
c) Separation For all (u,v) in a cell, the separation is
C. Cut lines and cell-shift of a cut line witnessed by two vertices oP N p(u) and Q N o(v),

Starting from the information about either the contact or P€longing to P’'s edgea and @'s edgeb, and by two
the separation of two planar sectioRs p(z) andQ N o (y), corresponding straight lines(u) and s(v) with a given
it is possible to compute in constant time the orientation of fixed orientation on the plane(v). This guarantees that we
the cut line at point(z,y) for the next minimization step. ~ ¢an build cut lines with a fixed orientation as well. This
We refer again to [41] for the geometric constructions useful ime (u,v) reaches the boundary of the finer cell when

to understand how the configurations of pairs of polyhedra €itherr(u) ands(v) overlap or one of the contact points is
relate to cut lines, but we consider instead the problem &N endpoint of: or b. All the information is then provided

of determining a convenient cut point. More precisely, our PY tWwo edges and the orientation of the separating lines,

purpose is now to compute a poipt= (z’,y') where to shift which allows us to computér’, 3’) in constant time.

the splitting line in order to discard the whole cell from the

updated search regial/, as shown in figure 9. As mentionedD. Exploiting spatial coherence

before, in order to solve any instance of this problem in eitherIn a variety of applications, including on-line motion plan-

constant or logarithmic time, we defindiaer cellby imposing ning, a proximity measure needs to be recomputed after small

further constraints (trapezoidal subfaces). As a consequeripgrvals of time. Therefore, also the movements of the objects

eachintrinsic cell may contain a few finer cells, but in thebetween two subsequent time steps should not be too large

essence we save all the intended benefits of the mark.  and we can expect that their relative configurations do not
For a sketch of howz', y) can be computed, we refer agairchange much. This observation applies, in particular, to the

to the three situations considered in section I1-B: closest points realizing the minimum distance, as well as

a) Edge contactFor all (u,v) in a cell, the contact points of to the contact points in the collision configurations, after
Pnp(u) and@No(v) belong to two faceg andh, hence subsequent proximity tests. In similar situations we can gain



and at the end of each iteration (9) the cut point maybe

_ instead of the centroid of M. It is worth observing that
P the search focus can be tuned by means of the pararfieter
MV Nf’(p) the closer two consecutive configurations are, the faster the
¢ . proximity measure can be updated.
/ A rough estimate of the computational costs can be obtained

as follows. For simplicity, suppose thaf is initially a square
and call~ the ratio betweerd, measuring the configuration
M \ change, and\/’s side length. The expected number of cells
intersecting the neighborhodli®(p) over the total numbe€'

of cells is about

Fig. 10. Minimization steps with initializatiop for the configuration of Area NS Area(M) = 4~2
figure 1: the focus neighborhood X7 (p). After the first step, starting at, ( (p)) / ( ) v

the search region i34’ with centroidc’, the intersectior™’ betweenc’p and inimizati
ST ' ST and then the number of minimization steps for a search
the boundary ofN?(p) falls inside M’; so, the next cut point is*’. Then, P

L s :
the updated search region 1§ with centroid ¢, ¢”p intersectsN®(p) ~Pounded withinN(p) should be proportional to
outsideM”’, and the minimization proceeds @{t.

logC — 2log(1/7)

So, if the updated solution lies insid¥’(p), the gain with
considerable speed-up by exploiting the information on @spect to the standard strategy is of ab@(log(1/))
previous computation of the same proximity measure. As Sajflrations in the average. Since this rough estimate appears
before, algorithms designed to this purpose are referred toigShe in good accordance with the experimental trends, this
incrementalalgorithms in the literature. means that the updated solution falls insitié(p) with high

The very nature of the approach outlined above makespiiohability and witnesses the important role that the space
possible to endow the collision translation algorithm with @oherence may play.

flexible mechanism to exploit spatial coherence, which rests
on a simple idea: during the minimization process, we can try IV. “Y ARDSTICK” ALGORITHMS

to focus the search for the point of minimum in a suitable . . . .
. . . . We now introduce the algorithms that we have considered in
neighborhood of a previous solution. In order to implement

e o arder to try a first appraisal of the performances attainable with
this idea, we have to address two problems: (i) how to choot e approach described in the previous section: the extended
a suitable neighborhood and (ii) how to recover if the solutiojj;I PP . © P . .

JK, the distance computation procedure available in the

lies outside of it. As far as problem (i) is considered, fmaus - : i )
neighborhoods simply an isothetic squar&?(p) of size 24, Proximity Query Pa(_:kage, and the Hierarchical \_NaII_<. As said
before, the comparisons are not completely fair since these

centered at the previous solutign whereé is heuristicall . . e 2 .
P = y algorithms answer different proximity queries, i.e. distances

related to the changes of the test configuration, i.e., pOSitiOrna her than collision translations. Moreover, the broader ap-
and orientations ofP, @ and d. A suitable choice for is ' ' P

e exent ofhe component perpendiculactol e s of PICS0E f POF, 1ttt o conves bl s e
P’s contact point. (Notice that we are not assuming tRas '

actually moving in directiond.) achieving a better understanding of the power of hierarchical

However, there is no guarantee that the next solution Wﬁ}ructures as opposed to convexity prop_erﬂes, when the latter
could be exploited as well. In short, since the bulk of the

fall in the chosen neighborhood. So a mechanism for switching . ; . : . :
; : . e Berlments discussed in the literature are relative to distance
to the standard search strategy must be provided, in which cas

: . ﬁomputation, the results of such experiments also provide the
it would also be desirable to save the work already done. TRHe ; :
: . . atural benchmarks against which to compare new results.
implemented technique addresses problem (ii) as follows. ™ : . .
. . . .~ _Although the tools are not fully equivalent, we think that this
search starts at the poiptrepresenting the previous solution, . )
S . A . kind of comparisons make sense and can hopefully suggest
but the minimization regionV/ is initialized as usual (line 1 ossible directions of future work
in figure 7). At each step, if the centroitbf the minimization P '
region does not fall inside the neighborhadd (p) centered at )
of N%(p) and the straight line segmenp. If c* lies in M The first yardstick is the enhancement proposed by Cameron
then it is chosen as the next cut point; otherwise the next ¢4 of the classical Gilbert, Johnson and Keerthi's (GJK) algo-
point is the centroid: and we forget the neighborhood. Figureithm [9]. The original GJK technique computes the distance
10 illustrates two subsequent minimization steps with focietween two convex polyhedra by finding the distance from
neighborhood N’ (p); the latter step resumes the standarthe origin of their Minkowski difference. To this aim, a simplex
process since’p does not intersect the boundary 8% (p) is maintained and iteratively checked for optimality, i.e. to
within the search regiod/”. see whether it minimizes the distance from the origin, and
The incremental behavior of the algorithm is achievepgossibly updated. The strength of the original algorithm lies
simply by the operations in lines (2) and (9) of figure 7in its efficiency to determine if a simplex is optimal, and, if
initially (2) the previous solution is chosen as first cut poimot, to find a better one.



As shown in [4], this approach can be improved by applyinG. H-Walk: convex polyhedra and variable coherence

a hill climbing technigue while looking for a better simplex. Guibas, Hsu and Zhang designideWalk[2], that combines
The key obsgrvation_is that the_hill cIi_mbing step can be spesk advantages of the algorithms proposed by Dobkin and
up by providing a suitable starting point, called@ed More-  kirkpatrick [14] and by Lin and Canny [21]. Specifically, Lin
over, the data produceq while checking for optimali_ty can aghgd Canny introduced the key idea of exploiting #ymtial
as good seeds. In practice, the enhanced GJK algorithm retLEBﬁerenceby observing that, when the polyhedra are moving
the distance in nearly constant time when small changes in they 5 query is asked frequently, the two closest features
relative configuration arise. I_n [4] it is also argued thz_it und hoints, edges or faces) can easily be updated starting from the
these hypotheses the behavior of the enhanced algorithm tefiiger pair of closest features. Their algorithm starts from the
to be similar to that of the incremental technique [21]. previous closest features amehlks (traverses) different pairs
There are two main reasons of our interest in considerigg features until the new solution is found. Since the length
the enhanced GJK algorithm. On the one hand, it runs very fagtine walk is also an accurate measure of the computational
in practice, and under similar conditions with respect to opsts, it follows that the time requirements are almost constant
algorithm: the input polyhedra are required to be convex andiy high levels of coherence, but deteriorate seriously (up to

is well suited to exploit coherence. On the other hand, plengyjadratic complexity in the number of vertices) if there are
of experimental data are available, which compare variagignps between subsequent configurations.

approaches to distance computation, e.g. [4], [37], [26]. 5 preprocessed representation of the convex polyhedra that
allows to answer a variety of proximity queries in poly-

B. PQP: general polyhedra and hierarchical structures logarithmic time. The preprocessing step can be carried out in
linear time and builds a layered hierarchy approximating the

The second yardstick belongs to the PQP software ”b_rasr_lﬁlid body from the interior. The original algorithm, however,
[5], including algorithms to answer three types of queriegjoeg not capitalize on the information gathered from formerly
interpenetration detection, approximated separation distangfed instances of the proximity problem, every computation
and exact separation _dlstance. L|k_e other prior technlqu%%ing performed from scratch. The main contribution of [2]
PQP exploits a bounding volume hierarchy to speed up thes heen to combine the two approaches by extending Lin
computation. The idea underlying bounding volumes is quilg,4 canny’s walk, which is constrained on the surface of the
simple: each object is bounded by a certain shape for whigBies to shierarchical walk that can also attempt shortcuts
the query at hand can be easily answered. Such containersiafggh the inner layers of the Dobkin-Kirkpatrick hierarchy
organized into hierarchical structures, usually trees, and thena "conerence is low.
volumes found at deeper levels are smallgr and approximate_ \walkis a key yardstick for the ability to adapt to variable
better the actual shape of (parts of) the object; eventually, gherence, in which respect we find a close correspondence
leaves represent gxactly the components of the objects, 3ig; the purposes of our algorithm. Also the experiments
then allow to provide as accurate an answer as needed. iscyssed in [2] are interesting for suggesting a criterion

Different kinds of bounding volumes have been considy control the coherence level, as well as for comparing
ered in the literature, among which we can mention axjfie pehavior ofH-Walk and V-Clip [37], a more efficient
aligned bounding boxes, oriented bounding boxes and bo“rﬂﬂ]olementation of Lin and Cannys’s technique, and showing

ing spheres. Some representations are also based on hyRgd H-Walk outperformsV-Clip for low coherence.
bounding hierarchies, i.e., different shapes are used at different

levels of the tree. PQP exploits oriented bounding boxes for
interference detection and swept spheres for distance computa- _
tion. The latter, in particular, come in three forms: point swept !N this section we analyze the results of tens of thousands
spheres, line swept spheres, and rectangle swept spheres©f Proximity queries planned to test the behavior of the
In order to understand correctly the results discussed in tiflision translation algorithms both from scratch (without
paper, it is important to recall that PQP’s input models allgltla!lgatlon) and. mcrementally (Wlth'|n|t|aI|;at|on). More
described in the very general form referred taringle soup SPecifically, we will consider the following points:
After all the input triang]es of a model have been provided, o Trend of the Computational costs without initialization.
PQP builds the suitable hierarchies in a preprocessing phase, Costs of detecting that the polyhedra do not collide.
and then becomes ready to answer multiple queries. It shoul¢ Relation between incremental behavior and coherence.
also be noticed that PQP does not exploit coherence. Nevs Comparison with the yardstick algorithms.
ertheless, PQP is widely known and is a natural candidates Flexibility under variable coherence.
benchmark in the field of proximity algorithms. Also for PQP The input polyhedra are characterized by fairly regular
experimental comparisons with related tools are available, eagrangements of vertices on the surface of ellipsoidal shapes,
in [38] it is argued that in most situations PQP'’s performancés such a way that almost all the faces are trapezoids (triangles
match those of the fastest algorithms. One further reason forthe case of comparison with PQP). We have also considered
considering PQP lies on its use of hierarchical structures atwb situations: one in which the edges are balanced in length,
bounding volumes, which makes a performance comparisthe other where the faces are very thin and stretched out.
with this approach interesting in itself. The number of vertices of each polyhedron varies from about

V. EXPERIMENTAL RESULTS
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respectivelylog? functions. Abscissae: thousands of vertices per polyhedrg colision 0.005D 005D 05D

12.  Average query times (msec) for detecting that the polyhedra do not
200 to about 200,000 and we will refer to such number @f)lhde their minimal separation is represented as a fraction of a reference

vertices as the polyhedraize For any given size, the reporteddiameterD. Plot labels: thousands of vertices.

measures are the average of several computations carried out

on random general-configuration settings. In particular, whi . .

testing the i?mremental bgehavior, the cr?oice o?‘ the translatign Detection that the polyhedra do not collide

direction is unrelated to the motion trajectory. In figure 12 we summarize the behavior of the algorithm,
For ease of reference, we will denote each algorithm by &gain without initialization, when the input polyhedra do

acronym, namelyCTA (Collision Translation Algorithm) for not collide. In this case, indeed, the computation times are

our algorithm EGJK (Extended GJK)PQP (Proximity Query Significantly reduced. The plots in the figure refer to different

Package) anéi-W (Hierarchical Walk) for those introduced insizes (see legend) and, for the sake of comparison, start on

section IV. The corresponding programs, implemented in tHee left with the query times reported in figure 11. All the

languages Pascal, C and C++, have all been processed withat@r data are for increasing separations (from left to right),

family of GNU’s compilers and run on a Macintosh platfornthe extent of such separations being measured by the minimal
PowerPC G5 (Dual 1.8 GHz, 768 MB RAM). distance between the bodies during the motion in direation

In particular, we have considered separations of ab®s D

(the bodies get very close to each othéx))5D, 0.5D and
1.5D (the bodies move far away from each other), for a
edium diameterD of the polyhedra. The results show that
algorithm runs faster to provide a separation configuration
essing that the polyhedra cannot collide: the computation
es are almost halved even for bodies getting very close to
h other and reduce to abdyB when they move far apart.

A. Computations of collision translations from scratch

A first set of experiments was aimed at testing the trerhq
of the computational costs while increasing the size of tq
polyhedra. As we can see in figure 11, the average number
minimization steps grows as the logarithm of the number Mﬂ
vertices and remains small also in complex cases (less t
15 steps in the average for two polyhedra of about 200,0
faces each). Also the measured query times are in accordance
with the estimations and approximatéog? trend. The average . Incremental computation of collision translations
values reported in figures 11 refer to independent computationg he plots in figure 13 contrast the algorithm’s performances
of collision translations, carried out without exploiting thewith andwithoutinitialization for sequences of 100 configura-
spatial coherence. Moreover, a finer analysis shows that tiens that result from sampling at regular intervals a continuous
algorithm performs a little worse for thin and stretched facesotion of a polyhedron and computing collision translations
(20 to 80% increase of the query times). in an independent direction. In these examples the polyhedra

We have also investigated a little on h@TAs computation have about 12,800 vertices, whereas the configuration-change
time is spent. The collected data are summarized in tablepgrameterd is 1%D for the upper chart and.25%D for
which should be self-explanatory. The table shows that almdke lower one. However, analogous experiments for different
half the time is spent to solve two-dimensional problems f@olyhedron sizes as well as for sequences resulting from
geometric constructions on the section planes, whereas otbnslational, rotational and screw motions show that the
a negligible fraction of the computation time is required tsituation illustrated in figure 13 is quite typical. In particular,
process and update the polygonal region containing the pdiot given polyhedra, the performances do not depend on the
of minimum, which is in fact always bounded by few sides. llype of motion, but on the coherence degree.
may also be observed that all the geometric computations cahe plots of figure 13, where the “floor” lines correspond
be carried out by using only standard floating-point arithmetio computations accomplished in one minimization step, give
and do not need square root or trigonometric functions.  an intuitive idea of how the algorithm can gradually adapt to
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As expected, the cost of the computationsEBJIK grows
Fig. 14. Summary of the experiments addressing the incremental behavlmeany with the size of the ponhedra, where@&3 A and

where the performances are measured in terms of minimization steps; the pE : P
are labeled with different polyedron sizes (thousands of vertices). Absciss e,ép seem to show a sublinear trend, again in accordance

values ofé represented as a fraction of a reference diamBrer with the theoretical estimates in the caseGIfA In this kind

of situations, the query times aETA are the lowest when

the polyhedra have about 20,000 vertices or more. Within the
varying degrees of coherence between subsequent configéghsidered complexity range, the ratio of the average query
tions. Figure 14 shows a clear representation of this behavigiesqt(EGJK)/qt(CT A) increases from about 1/5 to about
by summarizing the average number of minimization steps far The ratiogt(PQP)/qt(CT A) oscillates in a band between
different polyhedron sizes and for different valuesipfvhere 6.5 and 10 for trapezoidal faces and around 5.5 for triangular
the latter are reported in abscissa as a fraction of a referefgges (trapezoidal faces are indeed a little unfavorabRQ®
diameterD of the input polyhedra. As we can see, the trendgnce they can only be represented by couples of triangles).
are in good accordance with our estimate of section IlI-D. The | may be worth observing that our results are qualitatively
plots interpolating the query times would be analogous.  ang numerically different in the case dfiin-and-stretched

faces, as shown in figure 16. Independently of the approach,
D. Performance comparisons the computations turn out to be more expensive and ap-

In order to try a meaningful comparison withGJK and parently the performances d&?QP do no longer follow a
PQP, we have run the algorithms on exactly the same settingigblinear trend. With this type of polyhedra the query-time
(i.e., same pairs of polyhedra in the same configuration&fio ¢t(EGJK)/qt(CTA) raises from about 1/5 to about
where of course the input directiod is only relevant for 14, whereas the ratigt(PQP)/qt(CT A) jumps to a factor
computing collision translations. Notice that the comparisd¥f over 100. Furthermore, and quite unexpectedly, the query
also makes sense when the polyhedra do not collide tnes of CTA are the lowest also in the situations where the
translation in the directiod, since in that case our algorithmpolyhedra do not collide but get very close to each other
reports suitable information on the separation of the bodiegminimal distance less thah% of a medium diameter), as
About 1,200 pseudo-random settings have been testedillstrated by the chart in figure 17.

contrast the performance trends of computations from scratctA final set of experiments was meant to contrast the
while increasing the size of the polyhedra. The resulting trengleremental performances &fTAandEGJK The algorithms
for the case ofbalancededge lengths are drawn in figurehave been tested on more than 60 sequences of 100 configu-
15, where thex- and y-axes report in logarithmic scale therations, where every next configuration is obtained by a short
size of polyhedra and the average query times, respectivatanslation and/or a small rotation of a polyhedron. The results
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We have arranged for a related set of experiments to test
CTAs behavior under (as far as possible) similar conditions.
In fact, as a consequence of the structural differences between
H-W and CTA there are three specific points to consider: (i)
as usual for the comparisons with distance algorithms, it is

necessary to introduce a direction vector, and we did so in
o0 o A s -,  suchaway that the polyhedra do always collide by translation;
(ii) the control parametel has been replaced b9TAs 6, a
reasonable choice since it realizes a fine tuning from strong
Fig. 18. Trends of incremental performance ratios: the four plots akSMall values) to weak initializations (of the order of the
for different values ofs (see legend). Abscissae: thousands of vertices peiameterD of the bodies); (iii) in the case @ TA an accurate
polyhedron; ordinates: average query-time ra¢CT A)/qt(EGJK). performance measure is the total number of iterations relative
to any operation that may be repeated (i.e., outer minimization

steps + all inner binary search steps). We ran several thousands

of these experiments did not reveal any significant differenc o e
between the cases of balanced edge lengths and of thin-a%l? ests in this way, mostly for polyhedra with size 800 and

stretched faces, but the only parameter which turns out to af- 00 that are also used in [2]. The results are summarized

fect the query-times rates &s The outcomes of the bulk of theIn figure .19 for polyhedra O.f about 800 yemces, -the other_
. : : ._—_cases being analogous. Unlike the experiments discussed in
experiments on incremental computations are summarized

| . o . )
figure 18, where the- andy-axes report the size of ponhedraSlEbseCtlon V-C and plotted in figure 14, notice that hiis

and the average query-time raio(CT A) /gt EG.JK). The unrelated to the coherence degree. Furthermore, as in [2], we

four plots, from top to bottom on the right side of the char{'ave analyzeql the starildard deviation. .
) . . ; Of course, it wouldn't make sense to compare directly the
are relative to increasing coherence, d.a@s aboutl%, 0.5%,

0.25% and0.13%, respectively, of a medium diameter of thenumbers pr'WS W"’T”‘ steps andCTAs iterations. What

. . is interesting to see is how the performance measures vary,
polyhedra. As we can see, the query-time ratios vary frorrglative to the changes of the control parameters. On the one
about 10 to 2 and keep favorable Eg5JK, but decrease for 9 P '

. Ghand,H-W and CTAs trends share some qualitative features:
shorter incremental changes and for more complex polyhedra. =" .~ .
thé initialization parameters clearly affect the performances

) ) when the coherence is very high or very low; for >

E. Behavior under variable coherence 30 degrees, strong initialization either does not significantly

A set of experiments presented in [2] characteliz&V/s improve or worsens the performances. On the other hand, two
behavior for variable levels of coherence. Basically, the testimgain differences emerge from the analysis of the results: First,
scheme uses a pair of spherical polyhedra, one of which rota@FEA seems to adapt better th&hW to low coherence, in the
and orbits around the other, under two independent contsanse that the relative worsening@fAs performance while
parameters: the angular rotation stepbetween subsequentchanging the initialization parameter is more moderate: about
runs of the algorithm, and the laykin the Dobkin-Kirkpatrick 35% against65% taken from the plot in [2] for 800 vertices;
hierarchy [14] where the initialization features are picked. 25% against80% for 3,200 vertices. This means, for instance,
controls the degree of coherence: higher values in the rartbat a suboptimal choice of the initialization parameter would
[0,180] correspond to lower coherencé;allows a gradual result into a slightly smoother behavior in the caseGatA
tuning from strong (outermost layer) to weak initializatiorMoreover, it is easy to dynamically update the valué of the
(innermost layer, as for the original algorithm [14] withoubasis of the configuration change. Second, the ratio between
initialization). Interestingly, Guibas and colleagues chose the standard deviation and the corresponding performance
measure the performances, independently of any particulaeasure is favorable td-W: about14% against70% for high
platform, in terms of steps walked per run. coherence4% against35% for low coherence. In other words,

m1%D ¢ 05%D v 0.25%D 4 0.13%D
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there is more dispersion among the costs of individual runsthie present implementation only a pair of planar sections is
CTA which means higher levels of uncertainty to predict thgassed forward to the next incremental computation, not the
time required by a single computation; as pointed out in [2hctual features answering the proximity query. Thus, the proce-
this may be a relevant issue for time-critical planning. dure for computing collision translations of two planar sections
is invoked at least once, whereas checking the previous closest
features or their close neighbors could be enough. Improving
this techniqgue may be effective, since several incremental

F. Discussion

Based on the above results, the most remarkable feat%q,n
of our algorithm is the low rate of growth of the responsg
time for increasing complexities of the polyhedra. This featu hi

although the query times dGJK have been systematicallyIII

shorter than those required IBTA A possible explanation of
the latter phenomenon is thaTA in its present form, does not
exploit any initialization information to solve instances of th
collision translation subproblem for pairs of planar section
whose cost i9(logn), and that at least one such instanc
must always be solved. Thu€TAs costs have a logarithmic
lower bound, whereas such algorithmsaJKor V-Clip [37],
as well asH-W with strong initialization, are expected to run
in nearly constant time when the coherence is high.

putations are completed in just one minimization step.
ther crucial point in order to develop a robust algorithm,
ch has to be investigated in more depth, is the choice
the switch conditions between general and non-general

-B. Finally, as pointed out in [3], other proximity problems

can be approached in the same way. This is straightforward for
testing intersections and for computing the collision depth in a

iven direction, but there still remain technical problems to be
olved in order to extend the approach to efficiently compute

fistances between convex polyhedra.
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